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TRLAN Ver 1.0 11 OverviewTRLAN is a program designed to �nd a small number of extreme eigenvalues and their
orresponding eigenve
tors of a real symmetri
 matrix. Denote the matrix as A, the eigen-value as �, and the 
orresponding eigenve
tor as x, they are de�ned by the following equa-tion, Ax = �x:There are a number of di�erent implementations of the Lan
zos algorithm available1.Why another one? Our main motivation is to develop a spe
ialized version that onlytarget the 
ase where one wants both eigenvalues and eigenve
tors of a large real symmetri
eigenvalue problems that 
an not use the shift-and-invert s
heme. In this 
ase the standardnon-restarted Lan
zos algorithm requires one to store a large number of Lan
zos ve
torswhi
h 
an 
ause storage problem and make ea
h iteration of the method very expensive.The underlying algorithm of TRLAN is a dynami
 thi
k-restart Lan
zos algorithm. Likeall restarted methods, the user 
an 
hoose how many ve
tors 
an be generated at on
e.Typi
ally, the user 
hoose a moderate size so that all Lan
zos ve
tors 
an be stored in
ore. This allows the restarted methods to exe
ute eÆ
iently. This implementation of thethi
k-restart Lan
zos method also uses the latest restarting te
hnique, it is very e�e
tivein redu
ing the time required to 
ompute a desired solutions 
ompared to similar restartedLan
zos s
hemes, e.g., ARPACK2.When solving most problems, the three most time-
onsuming pro
edures in the Lan
zosmethod are the matrix-ve
tor multipli
ation, re-orthogonalization and 
omputation of theRitz ve
tors. To make this pa
kage as small as possible, we have delegated the task of per-forming the matrix-ve
tor multipli
ation to the user. This is a reasonable approa
h be
ausethere is simply too many possible ways of performing the operation and the user usually 
an
onstru
t a spe
ialize version that is better than a generi
 matrix-ve
tor multipli
ation rou-tine. In addition, there are high quality matrix-ve
tor multipli
ation routines available asparts of larger pa
kages, for example, P SPARSLIB, AZTEC, BLOCKSOLVE and PETS
,see Se
tion 5.2 [operator interfa
e℄, page 21, for details. To redu
e the amount of the timespent in re-orthogonalization, we only perform re-orthogonalization if it is ne
essary. TheRitz ve
tors are 
omputed as during the restarting pro
ess, in TRLAN, we only 
omputethose that are determined to be needed. This redu
es the number of Ritz ve
tors 
omputed.To 
ompute them eÆ
iently, we 
all the BLAS library to perform the a
tual 
omputation.The program is implemented in Fortran 90. The main advantages of using Fortran 90
ompared to Fortran 77 is that Fortran 90 o�ers dynami
 memory management whi
hmake it more 
exible in terms of allo
ating temporary work arrays. If there is an arraynot used for other task, it 
an be passed into TRLAN, else the user 
an simple let TRLANallo
ate its own work arrays. TRLAN internal allo
ate all the spa
e it requires up front toavoid repeated 
all to allo
ated small pie
es of workspa
e.Similar to other languages, su
h as C/C++, Fortran 90 o�ers data en
apsulation whi
hmakes it 
onvenient to pass a signi�
ant amount of information 
leanly. TRLAN pa
kages1 Many mathemati
al pa
kages are available from NETLIB (http://www.netlib.org/)and ACM TOMS (http://www.a
m.org/toms/).2 ARPACK 
an be found at http://www.
aam.ri
e.edu/software/ARPACK/.



TRLAN Ver 1.0 2a large amount of information in a single obje
t to redu
e the size of the external userinterfa
e. See Chapter 4 [TRL INFO module℄, page 7, for details. A signi�
ant advantageof using Fortran 
ompared to C/C++ is the ease of using 
omputational libraries su
h asBLAS and LAPACK. In fa
t, most numeri
al 
omputations of TRLAN are performed usingthose library fun
tions. Be
ause most ma
hines have vendor optimized BLAS and LAPACK,being able to e�e
tively use them is 
ru
ial to the e�e
tiveness of TRLAN pa
kage.Fortran 90 also provides some utility fun
tions su
h as query fun
tion for the ma
hinepre
ision, random number generator and timing fun
tions. They make the program moreportable a
ross di�erent platforms.Parts of this do
ument 
ontains details about the software pa
kage whi
h may not beof interest to every user. Here are some advi
e on how to use this do
ument. If youjust want to get a feel of how TRLAN looks like in a program, take a look at Chapter 3[Example℄, page 4 or the examples 
ome with the software pa
kage. Chapter 3 
ontains ashort example that uses mostly default parameters. To assert more 
ontrol over TRLAN, seeChapter 4 [TRL INFO module℄, page 7, and Chapter 5 [TRLAN interfa
e℄, page 20. If youare somewhat puzzled about how to 
hoose the parameters, see Chapter 6 [Parameters℄,page 24, for our re
ommendations. If you don't use Fortran 90, see Se
tion 7.3 [otherlanguages℄, page 27, for what to do. For most users, there is no need to read everything inSe
tion 4.6 [elements℄, page 13, and Se
tion 4.7 [error 
ode℄, page 14. If you read the entiredo
ument and are still puzzled, 
onta
t the authors, see Se
tion 7.5 [
onta
ting authors℄,page 28.



TRLAN Ver 1.0 32 InstallationThe sour
e 
ode of the pa
kage is available athttp://www.ners
.gov/~kewu/trlan.tar.gz.This do
ument is distributed with the pa
kage and is also separately available athttp://www.ners
.gov/~kewu/ps/trlan-ug.ps.The pa
kage may be unpa
ked bytar -xzf trlan.tar.gzIf you tar program does not re
ognize 
ag z, you 
an unpa
k it in two stepsgunzip trlan.tar.gztar -xf trlan.tarAfter this, the �les in the pa
kage will be unpa
ked into a dire
tory 
alled `TRLan'.To install the pa
kage, you will need a Fortran 90 
ompiler, the BLAS and LAPACKlibraries. On parallel ma
hines, MPI is also needed. The 
ompiler name and the optionsused are spe
i�ed in the �le 
alled `Make.in
'. A number of examples are provided in the�le for di�erent ma
hines. If your 
ompiler name and library lo
ations are same as one ofthe examples, you 
an un
omment the se
tion, 
omment out the default values, and usethe settings. If your 
ompiler has a di�erent name or the libraries are lo
ated at a di�erentpla
e, you will need to modify the �le to refer to their 
orre
t values. The pa
kage maybe 
ompiled into one of the two library �les libtrlan.a and libtrlan_mpi.a where theformer is the sequential version of the pa
kage and the latter is the parallel version. Togenerate them go to `TRLan' and typemake libtrlan.aor make libtrlan_mpi.aTo 
ompile the examples, go to the appropriate subdire
tory in `examples'. If you areon a sequential or a shared memory 
omputer and there is no subdire
tory that mat
hesyour 
omputer, the sour
e 
ode in the SUN dire
tory 
an be used. The examples in `T3E'and `psp' 
an be run on parallel ma
hines that support MPI. `Makefile' in the `T3E' and`psp' dire
tories are only tested on a Cray T3E. They will need modi�
ation in order tobe used elsewhere. The examples in dire
tory `psp' also need a spe
ial supporting library
alled P SPARSLIB, read the �le `README' before try to use it.There are three examples in most example dire
tories (ex
ept `psp'), simple, simple77and simple
. These are three programs should be doing the same thing using three di�erentlanguages. The exe
utables 
an be generated by makemake simple simple
 simple77They should output the same eigenvalues, however the a
tual printout may di�er slightlydue 
oating-point round-o� errors.For further questions, 
onsult the `README' �les in the dire
tories. To report errors in theinstallation pro
edure or suggest improvements, the authors 
an be rea
hed at kwu�lbl.gov(Kesheng Wu) and hdsimon�lbl.gov (Horst Simon).



TRLAN Ver 1.0 43 A small exampleThis is a simple example in Fortran 90. It is short be
ause we have used a very simplematrix and used default parameters wherever possible. It uses MPI to handle data 
om-muni
ation required by TRLAN. This example 
omes with the distribution of the sour
e
ode in dire
tory `examples/T3E'. The name of the �le is `s1.f90' and on T3E is 
an be
ompiled by make s1 whi
h generates the exe
utable s1.!!! a really simple example of how to use TRLANProgram simpleUse trl_infoUse trl_interfa
eImpli
it NoneIn
lude 'mpif.h'! lo
al variable de
larationInteger, Parameter :: nrow=100, lohi=-1, ned=5, maxlan=40, mev=10Double Pre
ision :: eval(mev), eve
(nrow, mev)Type(trl_info_t) :: infoInteger :: iExternal diag_op ! name of the matrix-ve
tor multipli
ation routineCall MPI_INIT(i) ! initialize MPI! initialize info -- tell TRLAN to 
ompute NED smallest eigenvaluesCall trl_init_info(info, nrow, maxlan, lohi, ned)! 
all TRLAN to 
ompute the eigenvaluesCall trlan(diag_op, info, nrow, mev, eval, eve
, nrow)Call trl_print_info(info, nrow+nrow)If (info%my_pe .Eq. 0) Thenwrite (6, FMT=100) (i, eval(i), i=1,info%ne
)End If100 Format('E(', I1, ') = ', 1PG25.17)Call MPI_finalize(i)End Program simple!!!! a simple matrix-ve
tor multipli
ations routine! defines a diagonal matrix with value (1, 4, 9, 16, 25, 36, ...)!!!Subroutine diag_op(nrow, n
ol, xin, ldx, yout, ldy)Impli
it NoneInteger, Intent(in) :: nrow, n
ol, ldx, ldyDouble Pre
ision, Dimension(ldx*n
ol), Intent(in) :: xinDouble Pre
ision, Dimension(ldy*n
ol), Intent(out) :: youtIn
lude 'mpif.h'! lo
al variablesInteger :: i, j, ioff, joff, doffCall MPI_COMM_RANK(MPI_COMM_WORLD, i, j)doff = nrow*iDo j = 1, n
olioff = (j-1)*ldxjoff = (j-1)*ldyDo i = 1, nrow



TRLAN Ver 1.0 5yout(joff+i) = (doff+i)*(doff+i)*xin(ioff+i)End DoEnd DoEnd Subroutine diag_opThere are two parts in this example, the main program and the matrix-ve
tor multi-pli
ation subroutine. The main program sets up the info variable to 
arry information toand from TRLAN, 
alls TRLAN, and prints the information 
arried out in info and theeigenvalues 
omputed. Here is a short explanation of the arguments to trl_init_info.
all trl_init_info(info, ! the variable to be setnrow=100, ! there are 100 rows on ea
h pro
essormaxlan=40, ! maximum Lan
zos basis size is 40lohi=-1, ! 
ompute the smallest eigenvaluesned=5) ! 
ompute 5 eigenvaluesThe 
alling sequen
e of TRLAN is fairly simple be
ause all the gory details are hiddeninside info. The following listing des
ribes the information required by TRLAN to solvean eigenvalue problem.
all trlan(diag_op, ! matrix-ve
tor multipli
ation routineinfo, ! what eigenvalues to 
ompute, et
.nrow, ! 100 rows on this pro
essormev, ! number of eigenpairs 
an be stored in! eval and eve
eval, ! real(8) :: eval(mev)! array to store eigenvalueeve
, ! real(8) :: eve
(lde,mev)! array to store the eigenve
torslde) ! the leading dimension of eve
The 
ontent of info and the eigenvalues are printed separately. The 
ontent of info isprinted by 
alling trl_print_info whi
h a

epts two arguments, info to be printed andthe number of 
oating-point operations used for one matrix-ve
tor multipli
ation on thispro
essor. The se
ond parameter is needed be
ause the matrix-ve
tor multipli
ation is user-supplied. The information is used to 
ompute the speed of the matrix-ve
tor multipli
ationand the speed of the whole program. It 
an be ignored, in whi
h 
ase trl_print_info willleave the related �elds blank.The short matrix-ve
tor multipli
ation routine, diag_op, performs multipli
ation with avery simple matrix, diag(1, 4, 9, ...). The example tries to �nd 5 smallest eigenvaluesof this matrix, 1, 4, 9, 16, 25. The following is the output from a run on a T3E/900 lo
atedat the National Energy Resear
h Super
omputing Center1.1998/09/24 18:37:16.834 (-07:00)TRLAN exe
ution summary (exit status = 0 ) on PE 0Number of SMALLEST eigenpairs: 6 (
omputed), 5 (wanted)Times the operator is applied: 847 (MAX: 2000 )Problem size: 100 (PE: 0), 400 (Global)Convergen
e toleran
e: 1.490E-08 (rel), 2.384E-03 (abs)Maximum basis size: 401 Information about the National Energy Resear
h Super
omputing Center 
an be foundon the web at http://www.ners
.gov/.



TRLAN Ver 1.0 6Restarting s
heme: 0Number of re-orthogonalizations 847Number of (re)start loops: 36Number of MPI pro
esses: 4Number of eigenpairs lo
ked: 0OP(MATVEC): 9.35440E-03 se
, 1.81091E+01 MFLOPSRe-Orthogonalization: 2.12016E-01 se
, 4.68742E+01 MFLOPSRestarting: 2.36795E-01 se
, 2.02369E+01 MFLOPSTRLAN on this PE: 5.29851E-01 se
, 3.00020E+01 MFLOPS-- Global summary --Overall MATVEC Re-orth RestartTime(ave) 5.2985E-01 9.4129E-03 2.1143E-01 2.3685E-01Rate(tot) 1.2001E+02 7.1990E+01 1.8801E+02 8.0930E+01E(1) = 0.99999999997742750E(2) = 3.9999999999816311E(3) = 8.9999999999916049E(4) = 16.000000000026944E(5) = 25.000000000089663E(6) = 36.000000000367905In short, to use TRLAN to �nd some extreme eigenvalues, the user de�nes a matrix-ve
tor multipli
ation routine with the same interfa
e as diag_op, 
alls trl_init_info tospe
ify what eigenvalues to 
ompute and 
alls trlan to perform the bulk of the 
omputation.The remainder of this manual will explain the user interfa
e and how to 
ontrol TRLANin more detail. How to Write a parti
ular matrix-ve
tor multipli
ation for an operatoris beyond the s
ope of this manual. Some pa
kages 
ontaining distributed matrix-ve
tormultipli
ations routines are listed in Se
tion 5.2 [operator interfa
e℄, page 21.



TRLAN Ver 1.0 74 TRL INFO moduleThe example in previous 
hapter uses two modules, TRL INFO and TRL INTERFACE.As the name suggested, TRL INTERFACE 
ontains the user interfa
e for a

essing TR-LAN. The module TRL INFO only 
ontains the de�nition of the Fortran 90 derived typeTRL INFO T. To make it easy to a

ess, we have provided six a

ess fun
tions, trl_init_info, trl_set_debug, trl_set_iguess, trl_set_
he
kpoint, trl_print_info,and trl_terse_info. The �rst four are for manipulate input parameters to TRLAN andthe last two are for printing the 
ontent of TRL INFO T. We will dis
uss these a

essfun
tions in this 
hapter. The remaining interfa
e fun
tions are des
ribed in the nextChapter. The last two se
tions of this 
hapter may be skipped if the reader is only seekinginformation on how to use the pa
kage.4.1 InitializationThis initialization routine is equivalent to a generator fun
tion in C++. It is intendedto be 
alled before any other TRLAN fun
tions. Any parameter not expli
itly set by the
aller is set to its default value and all internal 
ounters are set to zero. Its Fortran 90interfa
e blo
k is as follows,Subroutine trl_init_info(info, nrow, mxlan, lohi, ned, tol,&& trestart, maxmv, mpi
om)Use trl_infoInteger, Intent(in) :: lohi, mxlan, ned, nrowInteger, Intent(in), Optional :: maxmv, mpi
om, trestartReal(8), Intent(in), Optional :: tolType(TRL_INFO_T), Intent(out) :: infoEnd Subroutine trl_init_infoWe have seen the mandatory arguments in the example, however, there are four optionalarguments that were not used before. For 
ompleteness, we will give a short des
ription ofall arguments here.info: The Fortran 90 derived type that will 
arry the information to the trlan sub-routine. It is set by this subroutine. Any prior 
ontent will be 
leared.nrow: The lo
al problem size. The ve
tors are assumed to be distributed 
onformally,i.e., if 10 elements of a Lan
zos ve
tor are lo
ated on a pro
essor, the same 10elements of all other Lan
zos ve
tors are lo
ated on the same pro
essor. Thevariable nrow refers to the number of rows lo
ated on the 
urrent pro
essor. Itmay vary from pro
essor to pro
essor.maxlan: The maximum Lan
zos basis size. This determines the maximum memory re-quirement of trlan. The restarted Lan
zos algorithm will store up to maxlanLan
zos ve
tors and one (1) residual ve
tor. An additional memory of sizemaxlan*(maxlan+10) is required to perform the Rayleigh-Ritz proje
tion to
ompute the approximate solutions. Generally, the larger maxlan is, the fewermatrix-ve
tor multipli
ations are needed. See Se
tion 6.1 [basis size℄, page 24,for further dis
ussion on this parameter.



TRLAN Ver 1.0 8lohi: This parameter indi
ates whi
h end of the spe
trum to 
ompute. The Lan
zosalgorithm is only able to 
ompute the extreme eigenvalues e�e
tively. The
hoi
es are either to 
ompute the smallest ones (lohi < 0), or the largest ones(lohi > 0), or whatever 
onverges �rst (lohi = 0).ned: The number of eigenvalues and eigenve
tors desired.The parameters, nrow, maxlan, lohi, andned, are mandatory when 
alling trl_init_info. The following parametersare optional be
ause a reasonable value 
an be determined by trl_init_info.tol: The relative toleran
e on the residual norms. The Lan
zos algorithm 
omputesthe approximate solution to the eigenvalue problem. As more steps are taken,the solutions be
ome more a

urate. For symmetri
 eigenvalue problems, theresidual norm is one of the most 
ommonly used measure of the solution a

u-ra
y. If the approximate eigenvalue is �, and the approximate eigenve
tor is x,the residual norm is de�ned to be r = kAx��xk. In TRLAN, the 
onvergen
etest is relative the norm of the matrix A. Ifr < tolkAk;then the approximate solution is 
onsidered 
onverged. If this argument is notpresent, it is set to the square root of the unit round-o� error. If the 8-byteIEEE 
oating-point arithmeti
 is used, this default value is roughly 1:49�10�8.restart: The 
ag to indi
ate whi
h thi
k-restart s
heme to use. In version 1.0 of TRLAN,there are �ve 
hoi
es for this parameter, 1, 2, 3, 4, 5. If this parameter is notprovided, the default 
hoi
e is 0 whi
h is treated same as 1 in the 
urrent imple-mentation. See Se
tion 6.3 [restarting s
heme℄, page 25, for further dis
ussionon this parameter.maxmv: The maximum number of matrix-ve
tor multipli
ations allowed. The purpose ofthis parameter is usually to make sure the program stop eventually in 
ase ofstagnation. The default value is ned*ntot where ntot the global problem size.mpi
om: The MPI 
ommuni
ator to be used by trlan. This parameter is only meaningfulif MPI is used. If the sequential version is used, this variable is simply ignoredinternally. If MPI is used and this variable is not set, trl_init_info willdupli
ate MPI_COMM_WORLD and use the resulting 
ommuni
ator for its internal
ommuni
ation operations.4.2 Setting debug parametersThere are 
ases we would like to monitor the progress of the restarted Lan
zos algorithm.We 
an do this by setting a few logging parameters. Sin
e the debug information maybe voluminous, trlan writes them to �les. Ea
h MPI pro
ess will write its own debuginformation to a separate �le. The name of the �le and how mu
h debug information towrite is 
ontrolled by 
alling trl_set_debug.Subroutine trl_set_debug(info, msglvl, iou, file)Use trl_info



TRLAN Ver 1.0 9impli
it noneType(TRL_INFO_T), intent(inout) :: infointeger, intent(in) :: msglvl, iouChara
ter*(*), Optional :: fileEnd Subroutine trl_set_debuginfo: The TRL_INFO_T type variable to be modi�ed. The fun
tion trl_init_infoshould have been 
alled before 
alling trl_set_debug.msglvl: This parameter 
ontrols how mu
h debug information to print. If it is zero orless, nothing is printed. When its value is between 1 and 10, the larger it is, themore information is printed. When it is larger than 10, it has the same e�e
tas 10.The fun
tion trl_init_info sets it to zero as the default value.iou: The Fortran I/O unit number to be used when writing debug information. Theuser should 
hoose an I/O unit not used for anything else during the time trlanis being used.Trl_init_info sets it to 99 as the default value.file: The leading part of the debug �le names. The debug �le names are form byappending the MPI pro
essor rank to this string. In sequential environment,MPI pro
essor rank is always zero (0). This is an optional argument to trl_set_debug. When it is not set, the 
orresponding element of TRL_INFO_T isnot 
hanged.Trl_init_info sets this elements to `TRL_LOG_' by default.4.3 Setting initial guess optionsTRLAN program 
an either use a user-supplied initial guess, generate an arbitrary initialguess or read a set of 
he
kpoint �le to get starting ve
tors. The thi
k-restart Lan
zos maystart with arbitrary number of ve
tors, however, the starting ve
tors have to satisfy a stri
trelation. The simplest way to start the algorithm is to simply provide one starting ve
tor. Ifthe fun
tion trl_set_iguess is not 
alled, the starting ve
tor is set to [1, ..., 1℄ by default.The 
he
kpoint option is implemented to enable a user to 
ontinue improve the a

ura
y ofthe solutions progressively.Subroutine trl_set_iguess(info, ne
, iguess, old
pf)Use trl_infoImpli
it NoneType(TRL_INFO_T) :: infoInteger, Intent(in) :: iguess, ne
Chara
ter(*), Intent(in), Optional :: old
pfEnd Subroutine trl_set_iguessinfo: The TRL_INFO_T type variable to be modi�ed. The fun
tion trl_init_trlshould have been 
alled before 
alling trl_set_iguess.ne
: The number of eigenvalues and eigenve
tors already 
onverged. If ne
 is greaterthan zero (0), the �rst ne
 
olumns of array eve
 should 
ontain eigenve
tors ofthe operator and the �rst ne
 elements of eval should 
ontain the 
orresponding



TRLAN Ver 1.0 10eigenvalues. This is designed to allow the user to return to trlan to 
omputemore eigenvalues and eigenve
tors.Trl_init_info sets this value to zero to indi
ate no 
onverged eigenvalues.iguess: The parameter to indi
ate option for initial guess ve
tor.<1: TRLAN will generate an arbitrary starting ve
tor for the Lan
zosalgorithm. If it is zero (0), ve
tor [1, 1, ..., 1℄ is used. Wheniguess is less than zero, a random perturbations will be added tothis ve
tor before it is taken as the starting ve
tor.1: The user has supplied a starting ve
tor. It will be used.>1: TRLAN will read a 
he
kpoint �le and use its 
ontent to start theLan
zos pro
ess. The idea of 
he
kpoint is explained later.old
pf: The leading portion of the existing 
he
kpointing �le names. As with the log�les, the 
he
kpoint �les are named by 
on
atenating this leading portion andthe MPI pro
essor rank. The default value set by trl_init_info for this is`TRL_CHECKPOINT_'.NOTE: Reading the 
he
kpoint �les are done through I/O unit 
pio. Trl_init_infosets this value to 98 by default. If I/O unit is used for another task already, use trl_set_
he
kpoint to set 
pio to an unused I/O unit number.4.4 Che
kpointingTRLAN has implemented a s
heme of 
he
kpointing to allow the user to stop and restart.The 
he
kpoint �les of the thi
k-restart Lan
zos algorithm 
ontains all the informationne
essary for it to 
ontinue the Lan
zos iterations. To minimize the size of the �les, the
he
kpoint �les are written at the end of the restart pro
ess be
ause the basis is the smallestin size at this point. For eÆ
ien
y reasons, ea
h MPI pro
essor writes its own 
he
kpoint�le in FORTRAN unformatted form. These 
he
kpoint �les 
an only be read on the same typeof ma
hines and using the same number of MPI pro
essors. The fun
tion trl_set_iguess
ontrols whether the 
he
kpoint �les are read. The following fun
tion 
ontrols when towrite the 
he
kpoint �les.Subroutine trl_set_
he
kpoint(info, 
pflag, 
pio, file)Use trl_infoImpli
it NoneType(TRL_INFO_T) :: infoInteger, Intent(in) :: 
pflag, 
pioChara
ter(*), Optional :: fileEnd Subroutine trl_set_
he
kpointinfo: The TRL_INFO_T type variable to be modi�ed. The fun
tion trl_init_trlshould have been 
alled before 
alling trl_set_
he
kpoint.
pflag: If this value is greater than zero, then TRLAN will write 
pflag set of 
he
k-pointing �les in maxmv iterations. If it is less or equal to zero, no 
he
kpoint�le is written. Che
kpointing �les are only written if TRLAN runs 
orre
tly.If 
pflag is greater than zero, at least one set of 
he
kpoint �les is written
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ompletes su

essfully. To debug the program, turn on verboseprinting by using trl_set_debug.Trl_init_info sets this value to zero.
pio: The FORTRAN I/O unit number to be used for writing 
he
kpoint �les. The valueof 
pio is set to 98 by default (trl_init_info).file: The leading portion of the 
he
kpoint �les. The 
he
kpoint �le names are formedby 
on
atenating the value of this variable and the MPI pro
essor rank. If thisargument is not present internally, the 
orresponding element of TRL_INFO_T isnot modi�ed.Trl_init_info sets this variable to `TRL_CHECKPOINT_' by default.4.5 Printing fun
tionsUpon returning from trlan, the user may wish to exam the progress of trlan. Onesimple way to do this is to printout the 
ontent of info. There are two printing fun
tionstrl_print_info and trl_terse_info. Fun
tion trl_print_info is the one that printedthe results in Chapter 3 [Example℄, page 4. The following is the same information printedusing trl_terse_info.NOTE: The eigenvalues are not stored in info. The following printout is from a di�erentrun of the same example, there is slight di�eren
e in time.MAXLAN: 40, Restart: 0, NED: - 5, NEC: 6MATVEC: 847, Reorth: 847, Nloop: 36, Nlo
ked: 0Ttotal:0.535910, T_op:0.008962, Torth:0.209496, Tstart:0.238200The Fortran 90 interfa
e of the two subroutines are as follows.Subroutine trl_print_info(info, mvop)Use trl_infoImpli
it NoneType(TRL_INFO_T), Intent(in) :: infoInteger, Intent(in) :: mvopEnd Subroutine trl_print_infoSubroutine trl_terse_info(info, iou)Use trl_infoImpli
it NoneType(TRL_INFO_T), Intent(in) :: infoInteger, Intent(in) :: iouEnd Subroutine trl_terse_infoinfo: The TRL_INFO_T variable to be printed. In addition of keeping tra
k of how manyeigenvalues have 
onverged and how many are wanted. There are signi�
antamount of information about how many matrix-ve
tor multipli
ations have beenused, how mu
h time is used in various parts of the program, and so forth.The verbose version of the printing fun
tion will printout most of the re
ordedinformation that are deemed to be useful. The terse version only printout the12 most important �elds.mvop: The number of 
oating-point operations performed on one pro
essor during onematrix-ve
tor multipli
ation. This information is used by the printing fun
tion
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tor multipli
ation andthe speed of the overall eigenvalue program. If this information is not present,the relevant �elds are left blank in the printout. The variable info 
ontainstiming information and 
oating-point operations performed inside the trlan.Sin
e the matrix-ve
tor multipli
ation is a user-supplied fun
tion, the user hasto provide information about its 
omplexity.iou: The terse printing fun
tion trl_terse_info is allowed to print to any validFORTRAN I/O unit. This is di�erent from the verbose printing fun
tion wherethe printout is always sent to the I/O unit that is used for logging debugginginformation.In addition to the di�eren
es mentioned already, the fun
tion trl_print_info requiresevery pro
essor to parti
ipate but trl_terse_info 
an be 
alled by ea
h pro
essor individ-ually. Be
ause of this reason, trl_print_info 
an provide global performan
e informationbut not trl_terse_info.The verbose version of the printout is designed to be self-explanatory. The rate �elds for
oating-point operations are in MFLOPS. The rate of Read and Write refers to the speedof reading and writing 
he
kpoint �les, they are in MegaBytes per se
ond. Sin
e the simpleexample shown does not use 
he
kpointing, no information regarding Read and Write ispresented in the printout.The heading for the terse version of the printout is bit 
rypti
. They areMAXLAN: The maximum Lan
zos basis size.Restart: The 
ag of restarting s
heme to be used, 0, ..., 5.NED: Number of eigenvalues desired. It also 
ontains an one-
hara
ter sign whi
h 
anbe +, -, or 0 to indi
ate whi
h end of the spe
trum is being 
omputed.NEC: Number of eigenvalues 
onverged.MATVEC: number of times the operator has been applied, i.e., the number of matrix-ve
tormultipli
ations, also the number of iterations.Reorth: Number of times re-orthogonalization has been applied. Ea
h time the Gram-S
hmidt pro
edure is 
alled, this 
ounter is in
remented by one.Nloop: Number of outer/restarted iterations.Nlo
ked: Number of Ritz pairs that have extremely small residual norms ( < epsilon || A||). Be
ause the residual norms are so small, we lo
k the Ritz pairs to redu
ethe among of arithmeti
 operations needed in Rayleigh-Ritz proje
tion.Ttotal: The total time (se
onds) used by TRLAN.T_op: The time (se
onds) spent in performing matrix-ve
tor multipli
ations.Torth: The time (se
onds) spent in performing re-orthogonalizations.Tstart: The time (se
onds) spent in restarting in
luding performing Rayleigh-Ritz pro-je
tions.
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es, it might be ne
essary to dire
tly a

ess the status information in inforather than print out the information. Whether trlan terminated be
ause of some kind oferror, the two elements of TRL_INFO_T that are most like to be useful after returning fromtrlan are stat and ne
, where the �rst one is the error 
ag of trlan and the se
ond oneindi
ates how many eigenvalues and eigenve
tors have 
onverged.The input parameters to TRLAN have appeared in the 
alling sequen
e of trl_init_info, trl_set_debug, trl_set_iguess and trl_set_
he
kpoint are des
ribed earlier inthis 
hapter. The following are elements of TRL_INFO_T are 
ounters set by trlan. To theuser, they are part of the output from TRLAN.my_penpes The PE number and the number of PEs.ntot The global size of the problem. ntot =PallPEs nrow.matve
 The number of matrix-ve
tor multipli
ations used by the restarted Lan
zos al-gorithm. It will not signi�
antly ex
eed the value of maxmv.nloop The number of restarting loops, i.e., the number of times trlan has rea
hed themaximum size and restarted.north The number of times the Gram-S
hmidt pro
ess is invoked to perform re-orthogonalization.nrand The number of times trlan has generated random ve
tors in attempt to produ
ean ve
tor that is orthogonal to the 
urrent basis ve
tors.lo
ked The number of eigenpairs that has extremely small residual norms ( < epsilon|| A ||). The a

ura
ies of these eigenpairs 
an not be further improve bymore Rayleigh-Ritz proje
tion, therefore they are lo
ked to redu
e arithmeti
operations, they are only used to perform re-orthogonalization but nothing else.TRLAN lo
ks not only the wanted eigenpairs with small residual norm, it alsolo
ks unwanted ones depending the restarting strategy. The rational is that ifthey 
onverge qui
kly, it is not good idea to throw them away be
ause they willreappear in the next basis built.
lk_rate The 
lo
k rate of as measured by Fortran 90 intrinsi
 fun
tion system_
lo
k.
lk_max The maximum 
lo
k ti
ks before it rolls over.
lk_tot ti
k_t 
lk_op ti
k_o 
lk_orth ti
k_h 
lk_res ti
k_rThese set of integer and 
oating-point variables are used to keep tra
k oftime spend in performing matrix-ve
tor multipli
ation (
lk_op, ti
k_o), re-orthogonalization (
lk_orth, ti
k_h), restarting (
lk_res, ti
k_r), and thewhole trlan (
lk_tot, ti
k_t). The four integer 
ounters, 
lk_op, 
lk_orth,
lk_res, and 
lk_tot, are output from Fortran 90 intrinsi
 fun
tion system_
lo
k. Sin
e it is likely the integer 
ounters will over
ow in some 
ases, ea
hof them has a 
oating-point 
ounterpart. If they be
ome larger than a quarterof the maximum 
ounter value 
lk_max, they are added to the 
oating-point
ounters and reset to zero.



TRLAN Ver 1.0 14flop rflp flop_h rflp_h flop_r rflp_rThese set of 
ounters are for 
ounting the number of 
oating-point operationsused by TRLAN. Flop and rflp are for 
ounting the total 
oating pointeroperations ex
luding those used by matrix-ve
tor multipli
ations. Flop_h andrflp_h are for 
ounting the re-orthogonalization pro
edure. Flop_r and rflp_r
ount operations used in restarting. The integer 
ounters are used initially untilthey be
ome larger than 
lk_max/4. On
e they be
ome too large, their valuesare added to the 
orresponding 
oating-point 
ounter and they are reset to zero.Sin
e the matrix-ve
tor multipli
ation routine is supplied by the user, TRLAN
an not a

ount for the 
oating-point operations used in that pro
edure.
rat tmv tres trgtThis set of variables are used to tra
k the 
onvergen
e fa
tor of the eigenvaluemethod. The variable 
rat is the 
onvergen
e fa
tor. It is measured after tmvnumber of matrix-ve
tor multipli
ations are used. The value of the target at tmvwas tres. The 
onvergen
e fa
tor is updated as follows. Among the Ritz values,sear
h for the one that is 
losest to trgt. This Ritz value is regarded as theupdated version of the previous target Ritz value. Let res be the residual normof the Ritz value, the 
onvergen
e fa
tor is 
omputed as 
rat = Exp(Log(res/ tres) / (matve
 - tmv)).After 
rat is updated, the 
urrent target value is identi�ed as the �rst Ritz valuethat is not 
onverged yet. The value of tmv and the 
orresponding residual normtres are re
orded.anrm The estimated norm of the matrix. This is the largest absolute value of any Ritzvalue ever 
omputed by TRLAN. After a number of steps, this is a good estimateof the matrix 2-norm. This variable is primarily used in the 
onvergen
e test.If the user spe
i�es a toleran
e tol, all the Ritz pairs with residual norm lessthan tol * anrm are 
onsidered 
onverged.stat The error 
ag. The next se
tion des
ribes the meaning of the error 
odes indetail.4.7 TRLAN error 
odeThis se
tion lists all error numbers de�ned in TRLAN and dis
usses possible remediesto the errors. Currently (TRLAN version 1.0), de�nes the follow error numbers,0 No error.It is possible that trlan has not 
omputed all wanted eigenpairs, 
he
k thevalue of ne
 to see exa
tly how many wanted eigenpairs have 
onverged. In
ase you have not 
omputed all wanted eigenpairs, the possible solutions are:� If 
he
kpoint �les were written, restart with the 
he
kpoint �les.� If no 
he
kpoint �les were written, make a linear 
ombination of the ap-proximate eigenve
tors and use the resulting ve
tor as the initial guess. Inaddition, make sure to set appropriate options with trl_set_
he
kpointto generate 
he
kpoint �les for future use.
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rease the maximum basis size maxlan, See Se
tion 6.1 [basis size℄,page 24 for more details.� In
rease the maximum number of iterations allowed maxmv, See Se
tion 6.4[maximum iterations℄, page 25 for more details.� Use a di�erent restarting strategy, See Se
tion 6.3 [restarting s
heme℄,page 25 for more details.-1 The internal re
ord of lo
al problem size (nlo
) does not mat
h the value ofnrow used when 
alling trlan. Most likely the user has used the info variablede�ned for a di�erent problem.Solution: Make sure trl_init_info is 
alled before trlan and the argumentsto both fun
tions are 
orre
t for the intended eigenvalue problem.-2 The leading dimension of the eigenve
tor array eve
 is smaller than lo
al problemsize, lde < nrow. There isn't enough spa
e in eve
 to store the eigenve
tors
orre
tly.Solution: Allo
ate the array eve
 with leading dimension larger or equal tonrow.-3 The array size of eval is too small to store the eigenvalues, mev < info%ned.There isn't enough 
olumns in eve
 either.Solution: In
rease the size of array eval and in
rease the number of 
olumnsin eve
.-4 TRLAN failed to allo
ate spa
e for storing the proje
tion matrix, et
.. The sizeof this work array (internally 
alled mis
) is maxlan * (maxlan + 10). TRLANtries to allo
ate its own workspa
e if the user has not provided enough workspa
eto store the Lan
zos basis ve
tors and the proje
tion matrix, et al.Solution:� If there is addition workspa
e not used, given TRLAN more workspa
e.� De
rease the size of maxlan. This will de
rease the among of workspa
erequired.� If you have 
ontrol over the swap �le/partition size, in
rease it will alsosolve this problem.-5 TRLAN failed to allo
ate spa
e to store the Lan
zos ve
tors. The workspa
e(internally 
alled base) size required here is (maxlan + 1 - mev) * nrow.Solution: See solutions for error 
ode -4.-11 TRLAN does not have enough workspa
e to perform Gram-S
hmidt pro
edurewhi
h is used to perform re-orthogonalization. This should not happen un-less the 
aller dire
tly 
alls lower level routine trlan
zos with insuÆ
ientworkspa
e.Solution: In
rease workspa
e provided.-12 TRLAN does not have enough workspa
e to 
ompute eigenvalues of a symmetri
tridiagonal matrix. This should not happen unless the 
aller dire
tly uses thelower level routine trlan
zos with insuÆ
ient workspa
e.Solution: In
rease workspa
e provided.



TRLAN Ver 1.0 16-101 The orthogonalization routine of TRLAN does not have enough workspa
e. Thisshould not happen unless trl_orth is dire
tly 
alled outside of TRLAN withinsuÆ
ient workspa
e.Solution: In
rease workspa
e provided.-102 The norm of the residual ve
tor of Lan
zos iterations is not a set of valid �nite
oating-point numbers. Unless the operator norm is ex
eeding large, say largethan 1E160, this error 
ode should not be generated. If it is, normally it isan indi
ation of other errors. For example, the workspa
e given by the user isnot as large as the user indi
ated to trlan, the array eve
 is a
tually smallerthan (lde, mev), the �rst ne
 
olumns of eve
 are not orthonormal ve
tors oninput, or you have en
ounter a bug in TRLAN or one of the libraries used byTRLAN.Solution:� Make sure the workspa
e array given to trlan is as large as 
laimed, i.e.,the a
tual size of wrk is at least as large as lwrk. If wrk is present but notlwrk, the a
tual size of wrk should be no less than mev.� Make sure there is enough spa
e to store the eigenvalues and eigenve
torseven if you think trlan is not going to 
ompute all the eigenve
tors be-
ause trlan uses the spa
e in eve
 to store the Lan
zos ve
tors during its
omputations.� If the initial ne
 is not zero, make sure that the known eigenve
tors arestored in the �rst ne
 
olumns of eve
 and the eigenvalues in the �rst ne
elements of eval.The above solution should be 
onsidered appli
able to all the following error
onditions. If you have 
he
ked everything suggested here, then you may havefound an error in TRLAN program. Report the problem to the authors.-111 InsuÆ
ient workspa
e to one of a lower level routine used by TRLAN to redu
ethe arrowhead of the proje
tion matrix into tridiagonal matrix. This shouldnot happen unless the user dire
tly 
alls the low level routine.Solution: Report the problem to the authors.-112 TRLAN has failed to generate an orthogonal transformation to redu
e the pro-je
tion matrix into a tridiagonal matrix, i.e., LAPACK routine dsytrd/ssytrdhas failed. This is extremely unlikely to happen.Solution: Che
k to make sure you have a 
orre
t version of the LAPACK. Ifyour LAPACK is installed 
orre
tly, see suggestions for error -102.-113 TRLAN has failed to apply the orthogonal transformation to redu
e the proje
-tion matrix into a tridiagonal matrix, i.e., LAPACK routine dorgtr/sorgtr hasfailed. This is extremely unlikely to happen.Solution: See solutions to error -102.-121 InsuÆ
ient workspa
e to 
ompute the eigenvalues of a tridiagonal matrix. Thiserror should not o

ur if the size of workspa
e wrk passed to trlan is no lessthan lwrk.Solution: See solutions to error -102.



TRLAN Ver 1.0 17-122 TRLAN has failed to 
omputed the eigenvalues of a tridiagonal matrix. This isextremely unlikely to happen.Solution: See solutions to error -102.-131 InsuÆ
ient workspa
e to 
ompute the eigenve
tors of a tridiagonal matrix. Thiserror should not o

ur if workspa
e of 
orre
t size was provided to TRLAN.Solution: See solution to error -102.-132 TRLAN has failed to 
ompute the eigenve
tors of the proje
tion matrix, morespe
i�
ally, LAPACK routine dstein/sstein has failed. Normally, if this hap-pens, TRLAN will swit
h to a di�erent method of 
omputing the eigenve
tors.It is very unlikely the user will see this error 
ag. If it does show up, it mightbe an indi
ation of error in the program.Solution: See solutions to error -102.-141 InsuÆ
ient workspa
e to 
ompute the eigenve
tors of a tridiagonal matrix. Thiserror should not o

ur if workspa
e of 
orre
t size was provided to TRLAN.Solution: See solutions to error -102.-142 TRLAN has failed be
ause LAPACK routine dsyev/ssyev has failed to 
omputethe eigenvalues and eigenve
tors of the proje
tion matrix.Solution: Che
k to make sure LAPACK is installed 
orre
tly. See solution toerror -102.-143-144 TRLAN is unable to mat
h the Ritz values sele
ted to be saved with the eigen-value found by dsyev/ssyev.Solution: See solutions to error -102.-201 The Gram-S
hmidt pro
edure is 
alled with insuÆ
ient workspa
e.Solution: In
rease the workspa
e size. If you did not 
all trl_
gs dire
tly,make sure workspa
e size lwrk mat
hes the a
tual size of wrk when 
allingtrlan.-202-203 The Gram-S
hmidt pro
ess has failed to orthogonalize the given ve
tor to the
urrent basis ve
tors. This is unlikely to happen. If it does, it indi
ates twopossibly sour
e of problem, the 
urrent basis ve
tors are not orthogonal, or therandom ve
tors generated by TRLAN fall in the spa
e spanned by the 
urrentLan
zos ve
tors.Solution: One possible solution to this problem is to 
all FORTRAN 90 randomnumber generator to set ea
h pro
essor with a di�erent seed value. For exam-ple, the following 
ode segment will 
ause random_number to generate di�erentrandom numbers on ea
h pro
essor the next time it is used and it also produ
esan random ve
tor as initial guess for the Lan
zos iterations.
all random_number(eve
(1:nrow,1))do i = 1, info%my_pe
all random_number(eve
(1:nrow,1))end do



TRLAN Ver 1.0 18If reseting the seed of the random number generator does not �x the problem,then there might be a more serious problem.See also solutions to error -102.-204 The ve
tor norm after orthogonalization is not a valid 
oating-point number.Solution: See solutions to error -102.-211 The leading dimension of the arrays are not large enough for storing the ve
torsin a 
he
kpoint �le. This error should have been 
aught earlier as error -2unless the 
he
kpoint �les are not for the same problem or not produ
ed withthe same number of pro
essors.Solution: Make sure the 
he
kpoint �les are generated on the same type ofma
hines and for the same problem using the same number of pro
essors.-212 Unable to open 
he
kpoint �les to read.Solution: Make sure the 
he
kpoint �les exist, the names are 
orre
t, and theI/O unit number 
pio is not used for something else already.-213 The array size stored in 
he
kpoint �le is di�erent from passed in by user. The
he
kpoint �le is probably for a di�erent problem or was generated with di�erentnumber of pro
essors.Solution: Make sure the 
he
kpoint �les are generated for the same problemand using the same number of pro
essors.-214 There are more ve
tors stored in the 
he
kpoint �le than maxlan.Solution: In
rease the size of maxlan.-215 Error was en
ountered while reading the 
ontent of the 
he
kpoint �les.Solution: Make sure the 
he
kpoint �les are generated for the same problemon the same type of ma
hines.-216 Error was en
ountered while trying to 
lose the 
he
kpoint �le after 
ompletedreading.Solution: This error probably 
an be ignored. Consult you system adminis-trator.-221 Unable to open 
he
kpoint �les for writing.Solution: Make sure the I/O unit number spe
i�ed to be used for writing
he
kpoint �les are not used for other tasks and make sure you have permissionto write �les in the lo
ation where the program is running.-222 Error was en
ountered while writing the 
he
kpoint �les.Solution: Make sure there is enough spa
e on the disk to store the 
he
kpoint�les. If there is k Lan
zos ve
tors to be written out, the number of bytesis 8*(2+2*k+nrow*(k+1)) for ea
h pro
essor. The maximum value for k ismaxlan.-223 Error was en
ountered while trying to 
lose the 
he
kpoint �les after write them.Solution: This error probably 
an be ignored. Consult you system adminis-trator.
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ode de�ned in TRLAN version 1.0. The fun
tion trlanshould never return an error 
ode not listed here. If you en
ountered one and you aresure that all the arguments to TRLAN fun
tions are 
orre
t, you have un
overed a 
awin TRLAN, 
onta
t the authors with a des
ription of your problem. A short example isalways wel
ome.
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tion interfa
esThe majority of the arithmeti
 
omputations to solve an eigenvalue problem are exe
utedin the main fun
tion of TRLAN pa
kage and the user's own matrix-ve
tor multipli
ationfun
tion. This se
tion gives a more detail des
ription of the interfa
es of these two fun
tions.5.1 Interfa
e of trlanThe main 
omputation kernel of TRLAN pa
kage is named trlan. We have see a shortdes
ription of its arguments in Chapter 3 [Example℄, page 4. To provide a di�erent view ofthe interfa
e, we show its Fortran 90 interfa
e blo
k.Subroutine trlan(op, info, nrow, mev, eval, eve
, lde, wrk, lwrk)Use trl_infoImpli
it NoneType(TRL_INFO_T) :: infoInteger, Intent(in) :: lde, mev, nrowInteger, Intent(in), Optional :: lwrkDouble Pre
ision, Intent(inout) :: eval(mev), eve
(lde,mev)Double Pre
ision, Target, Dimension(:), Optional :: wrkInterfa
eSubroutine OP(nrow, n
ol, xin, ldx, yout, ldy)Integer, Intent(in) :: nrow, n
ol, ldx, ldyDouble Pre
ision, Dimension(ldx*n
ol), Intent(in) :: xinDouble Pre
ision, Dimension(ldy*n
ol), Intent(out) :: youtEnd Subroutine OPEnd Interfa
eEnd Subroutine trlanMost of the arguments of this subroutine are explained before in Chapter 3 [Example℄,page 4. However for 
ompleteness, we will list all of them here.op The operator routine. It applies the operator on xin and stores the resultingve
tors in yout. In linear algebra terms, this is a matrix-ve
tor multipli
ationroutine. The ve
tors to be multiplied are stored in xin and the resulting ve
torsare stored in yout.info A variable of Fortran 90 derived type TRL_INFO_T. It 
arries the informationto and from TRLAN. See Chapter 4 [TRL INFO module℄, page 7, for moredetails.nrow The number of rows on this pro
essor if the problem is distributed using MPI,else the number of total rows in a Lan
zos ve
tor.mev The number of elements in array eval and the number of 
olumns in array eve
.It denotes the maximum number of eigenpairs that 
an be stored in eval andeve
.NOTE: Sin
e the array eve
 will be used internal to storemev Lan
zos ve
tors, even if you do not think TRLAN is able to 
ompute meveigenve
tors at the end, you still de
lare eve
 as large as (nrow, mev).
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 The arrays used to store the eigenvalue values (eval) and the eigenve
tors (eve
).On entry to trlan, if info%ne
 is greater than zero (0), the �rst info%ne
elements of eval shall 
ontain the eigenvalues already known and the �rstinfo%ne
 
olumns of eve
 shall 
ontain the 
orresponding eigenve
tors. Theseeigenpairs are assumed to have zero residual norms and will not be modi�ed byTRLAN. On exit from trlan, the 
onverged solutions are stored in the frontof eval and eve
, i.e. the �rst info%ne
 eigenvalues in eval 
ontains the
onverged eigenvalues and the �rst info%ne
 
olumns of eve
 are the 
orre-sponding eigenve
tors.lde The leading dimension of array eve
. It is expe
ted to be no less than nrow,otherwise the eigenve
tors 
an not be stored properly and trlan will abortwith error 
ode info%stat = -2.wrklwrk These two are optional arguments. If both are present, wrk will be used asworkspa
e inside and lwrk shall be the number of elements in array wrk. TR-LAN will try to use this workspa
e if it is large enough for either mis
 (sizemaxlan * (maxlan + 10)) or base (size (maxlan + 1 - mev) * nrow). If wrk ispresent but not lwrk, the workspa
e size is assumed to be mev. It does notmake sense to have only lwrk without argument wrk. If it is the 
ase, lwrk isignored.If argument wrk is present and there is enough spa
e to store the residual normsof the solutions, the �rst info%ne
 elements of wrk will 
ontain the residualnorms 
orresponding to the info%ne
 
onverged solutions.5.2 Operator interfa
eTRLAN program require the user to provide his/her own matrix-ve
tor multipli
ationroutine. The matrix-ve
tor multipli
ation routine needs to have the following interfa
e.Subroutine OP(nrow, n
ol, xin, ldx, yout, ldy)Integer, Intent(in) :: nrow, n
ol, ldx, ldyDouble Pre
ision, Dimension(ldx*n
ol), Intent(in) :: xinDouble Pre
ision, Dimension(ldy*n
ol), Intent(out) :: youtEnd Subroutine OPnrow The number of rows on this pro
essor if the problem is distributed using MPI,otherwise the number of total rows in a Lan
zos ve
tor.n
ol The number of ve
tors (
olumns in xin and yout) to be multiplied.xin The array to store the input ve
tors to be multiplied. The following two de
la-rations are equivalent on most ma
hines,Double Pre
ision, Dimension(1:ldx,1:n
ol), Intent(in)::xinReal*8 xin(1:ldx, 1:n
ol)The ith 
olumn of xin is xin((i-1)*ldx+1 : (i-1)*ldx+nrow) if xin is de-
lared as one-dimensional array. If the user routine a
tually de
lare it as atwo-dimensional array, the ith 
olumn should be xin(1:nrow, i). TRLAN
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alls OP using Fortran 77 style argument mat
hing, only starting address ofxin will be passed.For those who are familiar with C/C++: xin is a
tually passed as double *that points to the �rst element of array. Elements in a 
olumn are ordered
onse
utively and the ith 
olumn starts at (i-1)*ldx.ldx The leading dimension of the array xin when it is de
lared as two-dimensionalarray.yout The array to store results of the multipli
ation. It 
an be equivalently de
laredas Double Pre
ision,Dimension(1:ldy,1:n
ol),Intent(out)::youtReal*8 yout(1:ldy, 1:n
ol)The usage notes on xin also apply to yout.ldy The leading dimension of the array yout when it is de
lared as two-dimensionalarray.This simple interfa
e only has enough information to des
ribe the input and outputve
tors. Here are some possible ways of passing the matrix information to this subroutine.In Fortran 90, we re
ommend using a module to en
apsulate information related to thematrix. If Fortran 77 is used, a 
ommon blo
kmay be used for the same purpose. Normally,if another language like C or C++ is used, the matrix 
an be pa
kaged in a stru
t or a 
lass,and a

essed through a global variable.In 
ase the user does not want to write his/her own matrix-ve
tor multipli
ation routine.There are a number of pa
kages out there that 
an be used. Useful software depots andinformation ar
hives in
ludeACM TOMS http://www.a
m.org/toms/ACTS Toolkithttp://a
ts.ners
.gov/National HPCC Software Ex
hangehttp://nhse.
s.utk.edu/NETLIB http://www.netlib.orgS
ientifi
 Appli
ation on Linuxhttp://SAL.Ka
hinaTe
h.COM/Potentially useful pa
kages in
ludeAzte
 http://www.
s.sandia.gov/CRF/azte
1.htmlBlo
kSolvehttp://www.m
s.anl.gov/sumaa3d/Blo
kSolve/P_SPARSLIBhttp://www.
s.umn.edu/Resear
h/arpa/p_sparslib/psp-abs.htmlPETS
 http://www.m
s.anl.gov/pets
/SPARSKIT http://www.
s.umn.edu/Resear
h/arpa/SPARSKIT/sparskit.html
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kages mentioned above have matrix-ve
tor multipli
ations rou-tines. However some of them are designed for solving linear systems or even larger granu-larity tasks, some e�ort may be required to dire
tly using their matrix-ve
tor multipli
ationroutines.



TRLAN Ver 1.0 246 Re
ommended parameter 
hoi
esBefore 
alling trlan, the user needs to de
ide a few parameters. The most importantparameters are arguments to fun
tion trl_init_info. The parameters like nrow, lohi andned are determined by the problem to be solved, other parameters to 
ontrol the exe
utionof TRLAN might not be familiar to 
asual users. This part of the manual will give somere
ommendations on how to determine those parameters.6.1 Sele
ting the maximum basis size (maxlan)A few fa
tors 
ome into play when pi
king the maximum basis size maxlan, for example,the available 
omputer memory size, the number of eigenvalues wanted, and the separationof wanted eigenvalues from the others. The �rst rule of thumb is that maxlan should atleast as large as ned + min(6, ned).Generally, the larger it is, the better TRLAN will perform. The limitation on using a verylarge basis is that there might not be enough 
omputer memory to store the basis in memory.Another 
on
ern regarding using a large basis is that the Gram-S
hmidt orthogonalizationpro
ess will be expensive. In addition, if the basis size is larger than 1000, then the timespent in �nding the eigenve
tors of the proje
tion matrix may be a substantial portion ofthe overall exe
ution time.If the wanted eigenvalues are easier to 
ompute 
ompared to others, then it does notmatter how large the basis size is, the restarted Lan
zos method will �nd the solutionsfairly qui
kly. If the wanted eigenvalues 
onverge slower than the unwanted ones, su
h asthe example in Chapter 3 [Example℄, page 4, then the above re
ommended minimum sizeis too small to be e�e
tive. In this 
ase, the user should look at how many eigenvalueswere lo
ked and 
ompare it with the number of eigenvalues 
onverged. In diÆ
ult 
ase, itis not unusually to see a large number of unwanted eigenpairs 
onverge before the wantedone are �nally 
omputed. In the previous example, the minimum re
ommended basis sizeis 11. Sin
e it is relatively small and we know the eigenvalue problem is relatively hard,we �rst tried maxlan = 20. After 2,000 matrix-ve
tor multipli
ations, there are two wantedeigenvalues 
onverged, and six eigenvalues were lo
ked. After this �rst test, we use thefollowing guidelines to 
hoose the next basis size.1. Add two to maxlan for ea
h lo
ked eigenvalue.2. In
rease the basis size by a fa
tor of ned / ne
.The �rst rule suggests the new basis size of about 30 and the se
ond suggest the next 
hoi
e
ould be 50. The basis size used in the example is 40. We are able to �nd the �ve smallesteigenvalues with this 
hoi
e. Further tests show that using basis size of 30 
an 
omputethe same 5 eigenvalues in 1056 matrix-ve
tor multipli
ations, and using a basis size of 50TRLAN only need 777 matrix-ve
tor multipli
ations. However, in both 
ases, more timewas used. This demonstrates the 
omplexity of the 
hoi
e. In this parti
ular 
ase, either30, 40 or 50 is a reasonable 
hoi
e.
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ting the toleran
eThe 
onvergen
e test used in this program is r < tol * || A ||. Normally, if the matrixis stored, the a

ura
y of the matrix-ve
tor multipli
ation routine is on the order of epsilon* || A ||. The unit round-o� error (epsilon) of a 64-bit IEEE 
oating-point number isapproximately 2.2E-16. The default value of tol is about 1.49E-8. Typi
ally, if 5 digitsof a

ura
y is desired for the eigenve
tors, tol should be set to 1E-5.6.3 Sele
ting a restarting s
hemeThis is another parameter that 
an 
hange the exe
ution time dramati
ally. However,e�e
tive restarting s
hemes are still subje
t of a
tive a
ademi
 resear
hes. On the examplegiven before, s
hemes 1 and 2 uses about the same amount of matrix-ve
tor multipli
ationswhi
h are more than the number of matrix-ve
tor multipli
ations used with s
hemes 3and 4. However, be
ause s
hemes 3 and 4 perform more restarts and they save morebasis ve
tors during restarting, their restarting pro
edures are more expensive. The a
tualexe
ution time with s
hemes 3 and 4 are longer than those with s
hemes 1 and 2. Based onthese observations, s
hemes 3 and 4 are better if the matrix-ve
tor multipli
ation is verytime-
onsuming, say, one matrix-ve
tor multipli
ation takes more time than an averagerestart. If the matrix-ve
tor multipli
ation is relatively inexpensive, then s
hemes 1 and 2are preferred. S
heme 5 attempts to mimi
 the restarting strategy in ARPACK, in many
ases, it has 
omparable performan
e as the s
heme 1.6.4 Sele
ting the maximum iterationsTRLAN is stopped usually after it has found all the wanted eigenvalues and the 
orre-sponding eigenve
tors. The other normal stopping 
ondition is to stop after maxmv numberof matrix-ve
tor multipli
ations. Typi
ally, we would allow a �xed number of matrix-ve
tormultipli
ations for ea
h eigenvalue, for example, 100 per eigenvalue. When we are try-ing to �nd the 
orre
t value to use for maxlan and restart we may limit the number ofmatrix-ve
tor multipli
ations used to redu
e the time 
onsumed. The default value in trl_init_info is very large espe
ially for large problems. An more a

eptable limit might be1000 matrix-ve
tor multipli
ations per eigenvalue. This should be suÆ
ient for most prob-lems. If more than 1000 matrix-ve
tor multipli
ations are used to 
ompute one eigenvalue,other means of 
omputing eigenvalues should be tried. For example, the shift-and-invertLan
zos method is often able to 
ompute the desired eigenve
tor in a few steps. The shift-and-invert s
heme 
omputes the extreme eigenvalues of (A � �I)�1 �rst, then derive thea
tual eigenvalues of A. To use this s
heme, one need to either invert the matrix or at leastbeing able to solve linear systems, (A� �I)u = v. If neither is feasible, then the Davidsonmethod might be an alternative to 
onsider.If TRLAN does not return with status 0, 
onsult Se
tion 4.2 [debug parameters℄, page 8,to setup a debugging session, and refer to Se
tion 4.7 [error 
ode℄, page 14, for error en-
ountered and possible solutions.
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ellaneous issues7.1 Workspa
e requirementSome of the issues related to workspa
e requirements have been mentioned through outthis manual. This se
tion provide a 
entral lo
ation to 
olle
t all the information for easeof referen
e.Inside of trlan, there are three large 
hu
ks of workspa
e, eve
, base and mis
. The useralways provides the array eve
, sin
e it is ne
essary to 
arry input and output informationfor TRLAN. Its size is 
learly de�ned in the 
alling sequen
e by lde and mev. The arraybase is used to store the basis ve
tors if the array eve
 
an not store maxlan+1 ve
tors.Given the maximum basis size maxlan, the size of base is (maxlan + 1 - mev) * nrow).The array mis
 is used to store the proje
tion matrix, the eigenvalues and eigenve
tors ofthe proje
tion matrix, workspa
e required by all lower level routines of TRLAN, libraryroutines from LAPACK and BLAS. Its size should be no less than maxlan * (maxlan + 10).If it is larger in size, some library routines might run faster. Thus if there is large amountof 
omputer memory, the user 
an let TRLAN use it by pass in a large array wrk.If the user provides a workspa
e wrk to trlan, then its size is 
he
ked to see either oneof mis
 or base or both of them 
an �t inside the workspa
e. If at lease one of them 
an �tinto wrk, it would be used. If wrk is large enough for both base and mis
, the array basewill use (maxlan + 1 - mev) * nrow) elements and the rest is given to mis
. If trlan 
annot use wrk, it will allo
ate workspa
e of appropriate size internally.If wrk is provided, its 
ontent is not used on input. However before returning, trlanwill 
opy the residual norms of the 
onverged Ritz pairs in the �rst ne
 elements of wrk.7.2 Variations of TRLANWe have isolated the 
ommuni
ation needs of TRLAN in four subroutines, trl_init_info, trl_syn
_flag, trl_g_sum, and trl_g_dot. The four subroutines are lo
ated in a�le 
alled `trl_
omm_mpi.f90' for the MPI version and `trl_
omm_none.f90' for sequentialversion. If the the matrix-ve
tor multipli
ation routine and the main program are writtenfor sequential ma
hine, the user 
an simply 
ompile with `trl_
omm_none.f90' to get thesequential version of the program. This setup makes it easy to adopt TRLAN for di�erenttypes of eigenvalue problems.The fun
tion trl_init_info is used to initialize the TRL_INFO_T type variable to be usedby trlan. The fun
tion trl_syn
_flag is used to syn
hronize the status 
ags used insideTRLAN. In the 
urrent implementation, it 
omputes the minimum value of info%stat onea
h pro
essor and reset all info%stat to the minimum value. Given that the error 
agsare all less than zero (0), if any pro
essor has dete
ted an error, all of them will be set toindi
ate an error. Trl_g_sum 
omputes the global sum of an input array and it returnsthe global sum in the same array. The subroutine trl_g_dot 
omputes the dot-produ
tsamong the Lan
zos ve
tors.If desired, one 
an 
hange these four routines to suit di�erent situations. For example, ifthe physi
al domain of the eigenvalue problem has 
ertain symmetry, usually the dis
retiza-tion does not 
ontain the whole domain but only a portion of it. Sin
e not every element of a
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tor is stored, the dot-produ
t routine needs to be modi�ed. In this 
ase, only trl_g_dotand trl_g_sum need to be modi�ed in order for TRLAN for fun
tion properly.7.3 Calling from other languagesTRLAN program is implemented in Fortran 90. Sin
e Fortran 90 is ba
kward 
om-patible with previous versions of Fortran. There should be no problem to use it in anyother Fortran program. However, at the moment, the authors are not aware of a s
hemeto reliably a

ess Fortran 90 subroutine with optional arguments, a subroutine with �xedarguments is 
reated to get around this problem. The �xed arguments subroutine has thefollowing interfa
e,subroutine trlan77(op, ipar, nrow, mev, eval, eve
, lde,& wrk, lwrk)integer ipar(32), nrow, mev, lde, lwrkdouble pre
ision eval(mev), eve
(lde, mev), wrk(lwrk)external opThe Fortran 90 derived type TRL_INFO_T variable is removed from this user interfa
e sin
eits primary a

ess fun
tion trl_init_info 
ontains optional arguments as well. Here is alist showing how the integer array ipar is mapped to the elements of TRL_INFO_T,� ipar(1) = stat,� ipar(2) = lohi,� ipar(3) = ned,� ipar(4) = ne
,� ipar(5) = maxlan,� ipar(6) = restart,� ipar(7) = maxmv,� ipar(8) = mpi
om,� ipar(9) = verbose,� ipar(10) = log_io,� ipar(11) = iguess,� ipar(12) = 
pflag,� ipar(13) = 
pio,� ipar(14) = mvop,� ipar(24) = lo
ked,� ipar(25) = matve
,� ipar(26) = nloop,� ipar(27) = north,� ipar(28) = nrand,� ipar(29) = total time in millise
onds,� ipar(30) = MATVEC time in millise
onds.� ipar(31) = re-orthogonalization time in millise
onds.� ipar(32) = restarting time in millise
onds.



TRLAN Ver 1.0 28Among the parameters, ipar(2 : 14) are input parameters, ipar(1), ipar(4) and ipar(24: 32) are output parameters.There are two 
oating-point number elements in TRL_INFO_T, tol and 
rat. Before
alling trlan77, the �rst element of wrk should be set to the residual toleran
e tol. Insidetrlan77, wrk(1) is transfered to tol. On return from trlan77, the �rst ipar(4) elementsof wrk store the residual norms 
orresponding to the 
onverged eigenvalues and eigenve
tors.Element ipar(4)+1 of wrk will store the last known value of 
rat. Caution: Fail toset wrk(1) to a valid 
oating-point number will 
ause TRLAN to produ
e 
oating-pointex
eptions!The subroutine trlan77 is relative simple to 
all from C/C++. The �le `simple
.
' inthe distribution of TRLAN version 1.0 has equivalent fun
tionalities as `simple.f90' and`simple.f77'.7.4 DebuggingHere are a few suggestions on what to wat
h out for when using TRLAN. Some ofsuggestions are simply good programming pra
ti
es.� Use impli
it none in Fortran programs. This is very e�e
tive in 
at
hing typos. Itis also a good pra
ti
e to 
he
k the programs with automated tools su
h as lint andftn
hek.� Make sure the arrays passed to TRLAN have 
orre
t dimensions and make sure theargument lwrk is a
tually the size of array wrk.� Make sure all input variables to TRLAN are initialized 
orre
tly and arguments totrlan mat
hes arguments to trl_init_info.� When en
ountering problems, turn on debugging options in TRLAN by 
alling trl_set_debug prior to 
alling trlan. Set the ninth and tenth element of array ipar toappropriate values when trlan77 is used. Consult Se
tion 4.2 [debug parameters℄,page 8 to setup a debugging session. Refer to Se
tion 4.7 [error 
ode℄, page 14 for erroren
ountered and possible solutions.� If all above have been done and there is still a problem, 
onta
t the author at theaddress given in Se
tion 7.5 [
onta
ting authors℄, page 28.7.5 Conta
ting the authorsThe authors of TRLAN and this do
ument 
an be 
onta
ted at the following emailaddresses: kwu�lbl.gov (Kesheng Wu), hdsimon�lbl.gov (Horst Simon). KeshengWu 
an also be rea
hed at kwu�ieee.org and kwu�
omputer.org. The authors alsomaintain their own resear
h pages on the web at http://www.ners
.gov/~kewu andhttp://www.ners
.gov/resear
h/SIMON. The updated software pa
kage 
an also befound at both web addresses.
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